Abstract—Machine-to-Machine (M2M) communication, a promising technology for the smart city concept, enables ubiquitous connectivity between one or more autonomous devices without or with minimal human interaction. M2M communication is the key technology to support data transfer among sensors and actuators to facilitate various smart city applications (e.g., smart metering, surveillance and security, infrastructure management, city automation, and eHealth). To support massive number of Machine Type Communication (MTC) devices, one of the challenging issues is to provide an efficient way for multiple access in the network and to minimize network overload. In this article, we review the M2M communication techniques in Long Term Evolution-Advanced (LTE-A) cellular networks and outline the major research issues. Also, we review the different random access overload control mechanisms to avoid congestion caused by random channel access of MTC devices. To this end, we propose a reinforcement learning-based evolved Node-B (eNB) selection algorithm which allows the MTC devices to choose the eNBs (or base stations) to transmit packets in a self-organizing fashion.
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I. INTRODUCTION

To achieve an integrated management of cities, the concept of smart city focuses on applying next-generation information technologies in our daily life and forming the Internet-of-Things (IoT). IoT for smart city can be achieved through emerging technologies such as Machine-to-Machine (M2M) communication and cloud computing. As a wireless connectivity is rapidly expanding beyond traditional mobile devices, wireless M2M communication is expected to enable full automation of sensors and actuators used in various smart city applications. M2M communication, also known as Machine Type Communication (MTC) allows not only sensors and actuators, but also computers and mobile phones to communicate over a network without or with minimal human intervention. M2M communication, under the process of standardization by Third Generation Partnership Project (3GPP), can support a wide range of applications to design a smart city, for example, i) smart metering: monitoring smart grids and smart garbage bins; ii) surveillance and security: secure access and monitoring in city buildings and neighbourhoods; iii) infrastructure management: load sensing for critical infrastructures, managing historical sites; iv) city automation: smart parking system, traffic monitoring, real-time travel and route updates; v) eHealth: health updates by wearable health monitor [1].

According to the 3GPP proposal, the higher layer connections among MTC devices are provided by attaching MTC devices to an existing cellular infrastructure (e.g., Long Term Evolution-Advanced [LTE-A]). For M2M communication, generally small amount of data need to be transmitted from a huge number of devices. Therefore, the devices perform an initial and periodic random access for delivering resource requests to the network. In LTE-A, MTC and H2H devices2 can perform Random Access (RA) using the Physical Random Access CHannel (PRACH). Although the data-size is small, when a large number of MTC devices try to communicate over the same channel, the devices contend for accessing the shared radio channels and create the network overload problem.

In this article, we give an overview of M2M communication and random access procedure in LTE-A networks. The major issues related to M2M communication in LTE-A are outlined. The current state-of-the-art of the proposals to address the network overload problem due to random access of the MTC devices are reviewed next. To this end, a base station selection method is proposed for M2M communication to alleviate the overload problem in M2M communication.

II. M2M ACCESS METHODS & M2M COMMUNICATION IN LTE-A

In LTE-A, the MTC devices contend for the Resource Blocks (RBs) for their data transmission using an RA method. Such an RA mechanism uses the contention resolution method based on a uniform backoff algorithm the details of which will be described in this section. Also, the network architecture for M2M communication in the LTE-A system will be briefly explained.

A. M2M Access Methods

The access network connects the MTC devices to the infrastructure which can be either wired (i.e., cable, xDSL, and optical) or wireless. Wireless access methods can be either capillary (i.e., WLAN, ZigBee, and IEEE 802.15.4x) or cellular (i.e., GPRS, 3G, LTE-A, and WiMAX). Although the wired solution can provide very reliable, high rates and small delay, it is not suitable for smart city implementation due to cost effectiveness, lack of scalability and mobility. Alternatively, the wireless capillary solution, mainly used for shared short-range links, is less expensive, generally scalable

1By the term “MTC devices”, we refer to the devices communicating without human intervention.

2By the term “H2H devices”, we refer to traditional (human) cellular users.
The LTE-A network comprises of two parts: the Core Network (CN) and the Radio Access Network (RAN) [2]. The CN is responsible for overall control of mobile devices and establishment of an IP packet flow. The RAN is responsible for wireless communication and radio access. The RAN, which provides necessary user and control plane protocols for communicating with mobile devices in LTE-A, consists of base stations, referred to as evolved Node-Bs (eNBs). A mobile device is referred to as a User Equipment (UE). The UE can be either an H2H or an MTC device. eNBs are interconnected through the “X2” interface. Besides, the RAN (i.e., eNB) is connected to CN through the “S1” interface. A higher level architecture of LTE-A networks with M2M communication is shown in Fig. 1, where the MTC devices are connected to the eNBs either directly or via the MTC Gateway (MTCG). The MTCG is responsible for providing a suitable path and facilitating local control for M2M communication. The MTC devices can also communicate with each other directly. The eNB-to-MTCG wireless links follow the 3GPP LTE-A specification. However, the MTCG-to-M2M and the M2M-to-M2M link can be either based on LTE-A or other wireless standards (e.g., 3G, low power Wi-Fi, and IEEE 802.15.x [3]).

### B. LTE-A Network Architecture for M2M Communication

The minimum resource scheduling unit for downlink and uplink transmission is referred to as an RB. One RB consists of 12 subcarriers (180 kHz) in frequency domain and one subframe (1 ms) in time domain. Details of the LTE-A physical layer is provided in Section 5 of [2] and a brief review of M2M scheduling and signalling over LTE-A is provided in [4]. When a UE has packets to transmit, it performs a Random Access (RA) during an allowable time slot, termed as an Access Grant Time Interval (AGTI) or random access opportunity (i.e., RA-slots). The time-frequency resource (i.e., RB) on which RA is performed is known as a Physical Random Access Channel (PRACH). RA allows the MTC devices to request a connection initialization. The RA-slots have bandwidth corresponding to 6 RBs (1.08 MHz) in frequency domain and basic duration of an RA-slot is 1 ms in time domain.

The random access process [2], [5], [6] is initiated by a UE when it is turned on, or it has either not acquired or lost the uplink timing synchronization, or when handover from one eNB to another is performed. In the LTE-A, RA can be used for initial access to establish a radio link, resource request when no uplink radio resource has been allocated, scheduling request if no dedicated scheduling request has been configured (i.e., no dedicated Physical Uplink Control Channel [PUCCH]), and re-establishing a radio link after failure.

The RA procedure in LTE-A is classified into two types: contention-based and contention-free. A UE normally initiates RA in a contention-based manner by randomly choosing a preamble. Preamble is an OFDM-based signal using narrower subcarrier spacing, and therefore, is not orthogonal to the PUCCH and Physical Uplink Shared Channel (PUSCH). More than one device can possibly choose the same preamble, which necessitates further contention resolution processes. In the contention-free RA, an eNB has explicit control over devices to initiate RA by using dedicated preambles. Hence, it is faster than the contention-based approach and mainly used in handover where the time delay is crucial.

Fig. 2(a) illustrates the contention-based RA procedure which consists of the following four steps: 1) preamble transmission, 2) random access response (RAR), 3) scheduled transmission (terminal identification), and 4) contention resolution. In step 1, a UE (either an MTC device or an H2H device) selects one of the preamble sequences (i.e., a code sequence) assigned to the corresponding cell for contention-based RA and transmits it using PRACH (i.e., RA-slots). If two or more devices simultaneously transmit different preamble sequences, the codes used to carry the requests from different devices will be different. Therefore, the eNB will be able to decode the requests from the different devices, and hence collision will not occur. However, collision occurs when the devices are trying to transmit the same preamble on the PRACH. Before a UE transmits preamble to the eNB, the UE must know the required parameters (i.e., random access response [RAR] window size, maximum number of allowable retransmissions, power of transmission based on re-transmission times, and available set of PRACH resources for transmitting preambles) which is broadcast by the eNB [6].

---

**Fig. 1.** Machine-to-Machine communication in LTE-A networks.
After receiving an RA preamble, the eNB transmits RAR on Physical Downlink Shared Channel (PDSCH) in step 2. The RAR contains an ID indicating the time-frequency slot in which the preamble was detected, an uplink scheduling grant for transmitting next step message, an uplink timing information to synchronize subsequent uplink transmissions, and assignment of a temporary identifier, i.e., C-RNTI (Cell Radio Network Temporary Identifier) for further communication between UE and eNB. The UE expects to receive RAR within a timing window. If the UE does not receive the response within the configured time window, the access attempt is considered to have failed and the UE retransmits the preamble after a random backoff time. The eNB may include a backoff indicator in the RAR message to inform the UE to backoff for the period of time before retrying the RA procedure. After receiving the RAR, the UE synchronizes its uplink transmission timing and continues to the next step. In step 3, the actual RA message (i.e., radio resource request, scheduling request or tracking area update), which also contains Temporary C-RNTI and either C-RNTI (if the device has been assigned C-RNTI) or unique identity, i.e., International Mobile Subscriber Identity (IMSI), is transmitted using PUSCH. If preamble collision occurs in step 1, the colliding devices will receive the same temporary C-RNTI in RAR. Consequently, the colliding UEs may possibly not be decoded by the eNB (even if one UE is decoded, others may not be aware of the collision) and the further contention resolution procedure will be required in the next step. The last step involves contention resolution using PDSCH. If the eNB can decode any of the messages from step 3, it replies with the identifier (i.e., C-RNTI or IMSI) and only the UE, which can detect its own ID, acknowledges the message. The rest of the colliding devices should discard the message and try to initiate another RA procedure after a random backoff.

A contention-free RA procedure, shown in Fig. 2(b), is simplified with three steps by allocating dedicated preamble signatures to a UE. The procedure starts with the RA preamble assignment by the eNB. After the transmission of an assigned RA preamble by the UE, the eNB responds with the RAR. This is the last step of the contention-free RA since there is no need to resolve further collision. In this article, we concentrate on contention-based RA since MTC devices will mostly transmit packets randomly and need to contend for RBs.

III. RESEARCH CHALLENGES & POSSIBLE SOLUTIONS FOR RA-BASED M2M COMMUNICATION

The major research challenges and some alternatives for RA-based M2M communication can be summarized as follows:

- **PRACH overload control**: The amount of data transmitted by MTC devices is small in most cases. However, as the number of MTC devices in a cell is expected to be very large [7] and their frequency of making data connections is much higher than that of H2H devices. When a large number of MTC devices try to access the network simultaneously, it leads to a low RA success rate and high network congestion in PRACH. This may cause unexpected delays, packet loss, waste of radio resources, extra energy consumption, and even service interruption. The channel can be further overloaded when the MTC devices repeat their access attempts after collisions. Therefore, efficient overload control mechanisms are required for RA-based M2M communication.

- **Mode selection and quality-of-service (QoS) provisioning**: Both the H2H and MTC devices will contend for their data transmission channel using the same set of PRACHs. However, the MTC devices should not collide with H2H devices and at the same time need to satisfy their own QoS requirements. Aforesaid, the MTC devices can communicate either directly with the eNB or via the MTCG. Selection of the eNB or MTCG, especially through RA, may be based on signal strength or link condition (channel gain). However, in some practical cases, choosing the optimal mode might need to consider the required contention-based packet-level QoS performances. For example, although the signal strength is strong in the direct transmission mode, selecting MTCG may provide a better success RA probability or lower packet transmission delay. Therefore, the optimal mode selection should consider the QoS (i.e., high data rate and lower delay) requirements in the context of MTC. In addition to mode selection, when the MTC devices are in the coverage region of multiple eNBs or MTCGs, selection of eNB or MTCG for RA is also important. To guarantee QoS and balance the network load, it is necessary to adopt an efficient eNB (MTCG) selection mechanism. Unfortunately, till now most of the approaches proposed in the literature do not consider eNB or MTCG selection mechanisms while addressing RA overload con-
control. However, in our perspective, reinforcement learning approach (i.e., Q-learning) can be helpful where MTC devices select eNB or MTGC based on their perceived QoS parameters. Later in this article, we will propose an eNB selection method.

- **Efficient group management:** Group management and addressing (i.e., selection of a group coordinator) of MTC devices could be vital for M2M communication. When the number of groups as well as the number of members in the groups grow large, the challenging issue is to allocate RA-slots and to reduce signalling overhead. In addition, an efficient algorithm for preamble allocation is necessary. Game theory can be a useful tool to optimize preamble allocation. In addition, formation and reformation of groups should be adaptive based on a traffic condition. Also, there must be provisioning for peer-to-peer communication between group members.

- **Opportunistic RA (Cognitive M2M):** Due to a large number of MTC devices, there may not be enough resources to accommodate all MTC devices. It would be beneficial to control network congestion if the MTC devices are able to access the radio channels opportunistically. Enabling cognitive radio capability in the MTC devices for random access can be a propitious area of research.

In the next section we will briefly review the existing approaches for controlling PRACH overload to support M2M communication in LTE-A networks.

IV. PRACH OVERLOAD CONTROL MECHANISMS

To support MTC in LTE-A, the following solutions have been proposed for controlling PRACH overload:

- **Access Class Barring (ACB) scheme:** In a legacy ACB mechanism, initially an eNB broadcasts an access probability (AP) and Access Class (AC) barring time. When a device initiates RA, the device draws a random number between zero and one and compares this with AP. If the number is less than AP, the device is allowed to proceed with the RA process. Otherwise, the device delays for the AC barring duration. In the recent releases of LTE-A (release 10 and onwards), the existing ACB mechanism is extended to allow one or more new ACs for MTC devices, and an individual access barring factor can be assigned for each of the classes.

3GPP also proposes an Extended Access Barring (EAB) scheme [7] in which when EAB is activated, the devices belonging to certain AC (i.e., delay tolerant devices) are not allowed to perform RA. Using the ACB mechanism, the eNB can control PRACH overload by lowering the value of access probability. Although this reduces RA attempts, it may cause longer RA delays to some devices.

In [8], a Cooperative ACB scheme is proposed without considering priorities among devices where the eNBs select ACB parameter jointly based on the level of network congestion. An optimization problem is formulated to balance the number of devices attached to each eNB. The approach does not consider priorities among devices. A Prioritized Random Access (PRA) scheme is proposed in [9] where PRACH opportunities (i.e., RA-slots) are pre-allocated to different MTC classes and a class-dependent backoff procedure is used.

- **PRACH resource separation scheme:** A resource separation scheme can be used to allocate orthogonal PRACH resources (i.e., preambles) to H2H and MTC devices. In [10], two RA preamble separation approaches are compared. In the first approach, the set of available RA preambles is completely split into two subsets, i.e., one for only H2H devices and another for MTC devices. In the second approach, the preambles are also split into two subsets but one set of preambles is dedicated to H2H devices only and another set is shared by both H2H and MTC devices. After passing the ACB procedure, the devices can transmit preambles using RA. However, selection of eNBs and backoff procedure are not considered in any of these methods.

- **Slotted access scheme:** In this scheme, each MTC device is allowed to perform RA only in its dedicated access slot. The MTC device can calculate the allowable access slots through its ID and RA-cycle. The RA-cycle is an integer number multiple of a radio frame which is broadcast by the eNB. If the total number of unique access slots is smaller than the number of MTC devices in a particular cell, several MTC devices share the same access slot and collision can occur. Increasing the RA-cycle can reduce collision but creates unacceptable delay to an RA request.

- **Dynamic allocation of RA resources:** In a dynamic resource allocation approach, eNBs can dynamically allocate PRACH resources based on PRACH overload and overall network load. When a subframe is used for PRACH, part of that subframe cannot be used for data transmission. To meet the QoS requirement and reduce delay, the eNB in a cell should use a certain number of subframes for PRACH. This issue is addressed in [11]. An optimization problem is formulated to minimize the number of subframes allocated to PRACH where the expected RA delay is less than a given delay bound.

Based on the 3GPP proposed slotted access scheme, a self-optimizing algorithm is proposed in [12] where eNBs can automatically increase or decrease the number of RA-slots for preamble transmission based on channel load.

- **Grouping or Clustering of MTC devices:** According to 3GPP, MTC devices can form groups for radio resource allocation and there should also be a mechanism to associate MTC devices with one or more MTC groups. A group-based scheme is proposed in [13] by forming clusters based on QoS requirements.

Devices can be grouped according to an application type or geographical location. Then, the group head is selected which will communicate with the eNB on behalf of group members. As the peer-to-peer communication between MTC devices is supported by LTE-A, the group head can receive requests from group members and relay the request to the eNB. A group-based scheme considering energy efficiency is proposed in [14] where the group head guarantees low energy consumption by limiting the access among the MTC devices and eNB. The
objective of this scheme is to minimize overall energy consumption by the MTC devices in a group.

- **MTC specific backoff scheme:** The backoff scheme is used to delay the RA attempts of H2H and MTC devices separately. In this scheme, the backoff time for the H2H devices is set to a small value, while the backoff time for the MTC devices is set to a large one. Though the scheme improves performance in low channel overload, it cannot solve the congestion problem in high overload situations when a huge number of MTC devices perform RA at the same time.

- **Pull-based scheme:** In pull-based scheme, an MTC server requests the eNB to page MTC devices. Upon receiving a paging message from the eNB, the MTC device will start RA. In this centralized scheme, the eNBs can control the number of devices to be paged based on PRACH load and resource availability. However, the scheme requires extra control channel resources to page massive MTC devices.

The problem of eNB selection was not considered in the overload control schemes described above. An efficient method for eNB selection along with an effective overload control method will be required for RA-based M2M communication. An MTC device in an overlapping area of multiple eNBs can choose the eNB that maximizes its QoS performance. In this case, the MTC device will observe, learn, and adapt the eNB selection decision independently. In the next section, we demonstrate the use of a reinforcement learning algorithm to address the problem of eNB selection by the MTC devices. Specifically, this is a load balancing method to distribute the MTC devices among the available eNBs, which can thus control the overload at each eNB.

V. REINFORCEMENT LEARNING-BASED ENB SELECTION

The MTC devices contend for the RBs through the RA procedure described before and a contention resolution method based on a uniform backoff algorithm is applied. When an MTC device has a packet to transmit, it first performs the ACB check. If the MTC device passes the ACB check, it randomly chooses an integer number between 0 and the maximum backoff counter value. Then, the backoff counter decreases by one in every time slot. When the backoff counter becomes zero, the MTC device transmits the packet. The MTC device waits for an acknowledgement from the eNB. If the MTC device does not receive the acknowledgement, it assumes that the transmitted packet has collided with the transmission(s) of other device(s). Therefore, the MTC device performs retransmission by repeating the same process above. The retransmission is allowed for a given maximum number of times. When the maximum number of retransmissions is reached, the MTC device discards the packet and proceeds to transmit the next one.

Given the above transmission process, the MTC device can measure the QoS performance (e.g., packet transmission delay). The MTC device can choose a proper eNB for its communication (e.g., to minimize the packet delay). To make a suitable decision on eNB selection, the following reinforcement learning (i.e., Q-learning) algorithm is applied.

1) Each MTC device initializes the Q-value $Q(s, a)$, where $s$ is the state (i.e., current selected eNB) and $a$ is the action (i.e., the new eNB to select), for all states and actions.

2) The MTC device performs an exploration step with a small probability (e.g., 0.03) by randomly choosing action $a$. Otherwise, the MTC device performs an exploitation step by choosing an action $a$ such that $a = \arg \max_a Q(s, a')$.

3) The MTC device observes the QoS performance (i.e., packet delay) at the current state $s$ given action $a$ denoted by $D_{s,a}$.

4) The MTC device updates Q-value as follows:

$$Q(s, a) \leftarrow (1 - \kappa)Q(s, a) + \kappa(D_{s,a} + \gamma \max_{a'} Q(s', a'))$$

where $\kappa$ is the learning rate (e.g., $\kappa = 0.5$) and $\gamma$ is the discount rate (e.g., $\gamma = 0.1$). $s'$ is the next state if action $a$ is taken at state $s$.

5) Go to Step 2.

The performance results for the above reinforcement-learning based eNB selection are obtained by simulations using MATLAB. The simulation focuses on the ACB scheme and the contention resolution method in the MAC layer. Specifically, a discrete-time simulation is implemented, where the time is divided into frames. Each frame is then divided into subframes. The action event is generated at the beginning of each frame and the result (e.g., success or collision) is observed at the end of the frame. Based on the results, the devices decide the next action (e.g., retransmission) for the next frame. There are two eNBs denoted by eNB1 and eNB2. The packet generation rate of the MTC devices is 0.001 packets per frame. eNB1 serves 100 MTC devices (i.e., these devices are in Area 1 of Fig. 3). eNB2 serves 200 MTC devices (i.e., these devices are in Area 2 of Fig. 3). There are 800 devices to select between eNB1 and eNB2 (i.e., these devices are in Area 3 of Fig. 3). The maximum backoff counter and number of retransmissions are set to 15 and 5, respectively.

Fig. 4(a) shows the throughput of the MTC device from Area 3 (in Fig. 3) when the access probability of the ACB check is varied. When multiple MTC devices contend for one RB, congestion can occur. As a result, if the access probability is large, the throughput drops due to heavy collision. However, when two RBs are available, the congestion can be alleviated and the throughput is higher compared to that for one RB. Also, the access probability can be increased without throughput drop. By allocating different number of RBs to the...
MTC devices, the performance can be controlled.

Next, we consider the delay performance when the number of MTC devices in Area 3 of Fig. 3 choosing eNB1 is varied. Fig. 4(b) shows the results on delay performance. Clearly, when the number of MTC devices choosing eNB1 increases, the packet delay of the MTC devices choosing this eNB1 increases due to higher congestion. When more MTC devices choose eNB1, fewer number of MTC devices are connected with eNB2. As a result, the congestion and delay at eNB2 decrease. Again, the delay performance depends on the allocated RBs from the eNB. The MTC devices, which have choices of eNBs to connect to, can observe the performance and adjust the eNB selection accordingly.

Fig. 5 shows the number of MTC devices choosing eNB1 using the reinforcement learning-based eNB selection algorithm. With the proposed eNB selection algorithm, the MTC devices have the ability to switch to the eNB which provides better performance (i.e., smaller delay). Clearly, when the number of allocated RBs by an eNB are higher, the performance will be improved and more MTC devices will choose that eNB. In addition, allocation of RBs by one eNB will impact the selection of other eNBs. Fig. 6 shows the delay performance of MTC devices in Area 3 of Fig. 3, where the random eNB selection algorithm is adopted for comparison. With the random eNB selection, the MTC devices randomly choose the eNBs to transmit their data with equal probability. Clearly, the proposed reinforcement learning-based algorithm outperforms random eNB selection by achieving lower delay.

Given the reinforcement learning-based eNB selection algorithm, the eNBs can allocate the RBs to achieve their desired objectives. For example, the eNBs can jointly optimize the allocation (e.g., using an optimization method) or non-cooperatively allocate the RB (e.g., using game theory).

VI. CONCLUSION

Emerging technologies such as Machine-to-Machine (M2M) communication will enable smart city to become a reality. M2M communication will be an important component of the future Internet-of-Things (IoT) for linking machine type communication devices with the Internet. IoT will play a major role in smart city to support many intelligent applications.
the major challenges in M2M communication is efficient random access of a large number of devices and avoiding network congestion. In this article, we have provided a comprehensive survey of various approaches to control network congestion for random access-based M2M communication. Along with an effective random access procedure, an efficient method for eNB selection will be also required for M2M communication. To this end, we have presented a reinforcement learning-based eNB selection algorithm and some preliminary performance evaluation results for this algorithm.
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